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Linear Regression 

• Regression is a technique used to predict the value of a response 
(dependent) variables, from one or more predictor (independent) 
variables.

• Most commonly used regressions techniques are: Linear 
Regression and Logistic Regression.

• In linear regression problems, the goal is to predict a real-value 
variable y from a given pattern X. In the case of linear regression the 
output is a linear function of the input.
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Simple Linear Model
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• Such problems can be solved analytically using the least squares 
estimates i.e the linear line that best predicts the data :
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• Example: find m and b to get the function y=mx+b using the 
formular for 
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Exercise 
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When is a model good?
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Cont.…
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• Models should not just reproduce the data, but generalize, i.e., 
predict well on fresh / unseen data (called test data).
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Linear Classification/ Logistic Regression 

• The classification

Problem
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Cont.… the data:
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Cont.…
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Binary Classification
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Cont.…   the data: 
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Binary classification with Linear Regression  

• One idea could be to optimize the linear regression model 
• Y = mx + b 

• This has several problems 
• It is not suited for predicting y as it can assume all kinds of intermediate 

values. 
• It is optimizing for the wrong loss.

• Instead of predicting Y directly, we predict 
• p(Y = 1|X; β) — the probability of Y being 1 knowing X. 
• But linear regression is also not suited for predicting probabilities, as its 

predicted values are principally unbounded. 
• Use a trick and transform the unbounded target by a function that forces it 

into the unit interval [0, 1]

16



Logistic function: 
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• Now coming back to our logistic regression problem, Let us assume 
that z is a linear function of a single explanatory variable x. We can 
then express z as follows:

• And the logistic function can now be written as:

• Note that g(x) is interpreted as the probability of the dependent 
variable.

• g(x) = 0.7, gives us a probability of 70% that our output is 1. Our 
probability that our prediction is 0 is just the complement of our 
probability that it is 1 (e.g. if probability that it is 1 is 70%, then the 
probability that it is 0 is 30%).
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• The input to the sigmoid function ‘g’ doesn’t need to be linear 
function. It can very well be a circle or any shape.

• Loss function:
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Gradient descent Algorithm:

• When we plot the cost/loss function J(w) vs w. It is represented as 
below:

• As we see from the curve, there exists a value of parameters W which has 
the minimum cost Jmin. Now we need to find a way to reach this 
minimum cost.
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Cont.…

• In the gradient descent algorithm, we start with random model parameters 
and calculate the error for each learning iteration, keep updating the 
model parameters to move closer to the values that results in minimum 
cost.

repeat until minimum cost: {

}

• In the above equation we are updating the model parameters after each 
iteration. The second term of the equation calculates the slope or gradient 
of the curve at each iteration.
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Cont.… 

• The gradient of the cost function is calculated as partial derivative of 
cost function J with respect to each model parameter wj, j takes 
value of number of features [1 to n]. 

• α, alpha, is the learning rate, or how quickly we want to move 
towards the minimum. If α is too large, we can overshoot. If α is too 
small, means small steps of learning hence the overall time taken by 
the model to observe all examples will be more.
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Cont.…
There are three ways of doing gradient descent:

• Batch gradient descent: Uses all of the training instances to update the 
model parameters in each iteration.

• Mini-batch Gradient Descent: Instead of using all examples, Mini-batch 
Gradient Descent divides the training set into smaller size called batch 
denoted by ‘b’. Thus a mini-batch ‘b’ is used to update the model 
parameters in each iteration.

• Stochastic Gradient Descent (SGD): updates the parameters using only a 
single training instance in each iteration. The training instance is usually 
selected randomly. Stochastic gradient descent is often preferred to 
optimize cost functions when there are hundreds of thousands of training 
instances or more, as it will converge more quickly than batch gradient 
descent
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Overfitting and Underfitting 

• Fitting of models
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Cont.…
• Underfitting: 

• the model is not complex enough to explain the data well. 
• results in poor predictive performance. 
• When the model has fewer features and hence not able to learn from the 

data very well. This model has high bias

• Overfitting: 
• the model is too complex, it describes the 

• noise, inherent random variations of the data generating process, instead of the 
• signal, the underlying relationship between target and predictors. 

• results in poor predictive performance as well.
• When the model has complex functions and hence able to fit the data very 

well but is not able to generalize to predict new data. This model has high 
variance.
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There are three main options to address the issue of over-fitting:

1.Reduce the number of features: Manually select which features to 
keep. Doing so, we may miss some important information, if we 
throw away some features.

2.Regularization: Keep all the features, but reduce the magnitude of 
weights W. Regularization works well when we have a lot of slightly 
useful feature.

3.Early stopping: When we are training a learning algorithm iteratively 
such as using gradient descent, we can measure how well each 
iteration of the model performs. Up to a certain number of iterations, 
each iteration improves the model. After that point, however, the 
model’s ability to generalize can weaken as it begins to over-fit the 
training data.
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Error curve helps to control over-fitting through early stopping 
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Regularization 

• Regularization can be applied to both linear and logistic regression by 
adding a penalty term to the error function in order to discourage the 
coefficients or weights from reaching large values.

• Dropping a feature/variable xm from the model is equivalent to 
forcing its model parameter βm to be 0.

• The two most common types of regularization are L1 and L2 
regularization:

L1 = L2 = 
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Cont.…

• These two types of regularization are added at the end of the 
loss/cost function to control overfitting.

• L2 shrinks all the coefficient by the same proportions but eliminates 
none, while L1 can shrink some coefficients to zero, thus performing 
feature selection.

• λ is a hyperparameter that cannot be learned by direct loss 
minimization.

• Hyper-parameters are “higher-level” parameters that describe 
structural information about a model that must be decided before 
fitting model parameters, examples of hyper-parameters include the 
learning rate, alpha and the Regularization term lambda (λ).
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• In machine learning, the overall data set is divided into three:
• the training data set: which is used to fit the different models

• validation data set: which is used for model selection including the searching 
of optimal hyper-parameters (hyper-parameter tuning)

• test data set: which is unseen data used to report the final performance of 
the model

• Cross validation is used when we have very limited dataset for doing 
the above split. That is to use slight portions of the data for validation 
and exchange it through iterations so that we use as much of the 
available data as possible for training
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High dimensional data, Multivariate 
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Variable types and coding 

32



Cont.…
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Multivariate 

• Multivariate refers to multiple dependent variables that result in one 
outcome. 

• Real regression problems are more complex than simple linear 
regression in many aspects:
• There is more than one predictor.

• The target may depend non-linearly on the predictors.

• Multivariate can be computed using Multiple linear regression 
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The (Multiple) Linear Regression Problem
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Several Predictors 

• Note: n ∈ 1:N denotes the sample/example/instance/case. 
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Parametric and non-parametric methods

• Parametric Machine Learning Algorithms
• Assumptions can greatly simplify the learning process, but can also limit what 

can be learned. 
• This are algorithms that simplify the function to a known form
• A learning model that summarizes data with a set of parameters of fixed size 

(independent of the number of training examples) is called a parametric 
model. 

• No matter how much data you throw at a parametric model, it won’t change 
its mind about how many parameters it needs.

• The algorithms involve two steps:
1. Select a form for the function.
2. Learn the coefficients for the function from the training data.
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Cont.…

• Examples of parametric machine learning algorithms include:
• Logistic Regression
• Linear Discriminant Analysis
• Perceptron
• Naive Bayes
• Simple Neural Networks

• Nonparametric Machine Learning Algorithms
• Are algorithms that do not make strong assumptions about the form of the mapping 

function
• By not making assumptions, they are free to learn any functional form from the 

training data.
• Nonparametric methods are good when you have a lot of data and no prior 

knowledge, and when you don’t want to worry too much about choosing just the 
right features.
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Cont.…

• Nonparametric methods seek to best fit the training data in 
constructing the mapping function, whilst maintaining some ability to 
generalize to unseen data.

• Examples of nonparametric machine learning algorithms include:
• k-Nearest Neighbors

• Decision Trees like CART and C4.5

• Support Vector Machines

39


	Slide 1: Chapter 2
	Slide 2: Contents: Supervised Learning: Linear Models and Fundamentals
	Slide 3: Linear Regression 
	Slide 4: Simple Linear Model
	Slide 5
	Slide 6
	Slide 7: Exercise 
	Slide 8: When is a model good?
	Slide 9: Cont.…
	Slide 10
	Slide 11: Linear Classification/ Logistic Regression 
	Slide 12: Cont.… the data:
	Slide 13: Cont.…
	Slide 14: Binary Classification
	Slide 15: Cont.…   the data: 
	Slide 16: Binary classification with Linear Regression  
	Slide 17: Logistic function: 
	Slide 18
	Slide 19
	Slide 20: Gradient descent Algorithm:
	Slide 21: Cont.…
	Slide 22: Cont.… 
	Slide 23: Cont.…
	Slide 24: Overfitting and Underfitting 
	Slide 25: Cont.…
	Slide 26
	Slide 27
	Slide 28: Regularization 
	Slide 29: Cont.…
	Slide 30
	Slide 31: High dimensional data, Multivariate 
	Slide 32: Variable types and coding 
	Slide 33: Cont.…
	Slide 34: Multivariate 
	Slide 35: The (Multiple) Linear Regression Problem
	Slide 36: Several Predictors 
	Slide 37: Parametric and non-parametric methods
	Slide 38: Cont.…
	Slide 39: Cont.…

